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ABSTRACT

Based on detailed finite element solutions, effects of rate-sensitivity on the crack tip fields of
dynamically loaded 3D three-point-bend specimen are analyzed. The fracture toughness pa-
rameter of rate-dependent solid is found to be consistently lower than that of rate-independent
solid under similar ligament loads. The variation of J through-thickness indicates that higher
loading rate is likely to promote a more uniform advance of the crack front and brittle-like
fracture characteristics in rate-dependent solid. Furthermore, in conjunction with the concept
of transition time, the applicability of deep-crack J formula is studied.

1. INTRODUCTION

Several experimental procedures have been proposed for the measurement of dynamic fracture
toughness. In the earlier study by Nakamura, Shih and Freund (1986b), a full-field 3D finite
element analysis of a rate-independent three-point-bend bar was reported. The crack tip values
of fracture toughness parameter, J, were computed by means of a three-dimensional domain
integral expression, and the results were compared with the experimentally measurable J based
on the deep-crack formula proposed by Rice, Paris and Merkle (1973). Furthermore, a notion
of transition time was introduced to provide a practical bound on the time range over which
conditions of J-dominance prevails near the crack front and the deep-crack formula is applicable
under transient loadings. In the present study, a full-field three-dimensional finite element
analysis of a dynamically loaded three-point-bend fracture specimen has been carried out to
investigate the effects of loading rate and rate-sensitive plastic response on crack tip fields. The
material properties chosen are representative of a high-strength low carbon steel subjected to
high rates of loading.

The variation of local J along the crack front and its dependence on loading rate and elapsed
time are particularly relevant to the interpretations of dynamic fracture data. Under high load-
ing rates, the yield/flow stress of rate-dependent material is elevated. Thus, it is expected that
at similar ligament loads, the plastic flow is smaller while the near tip stresses are higher as
the loading rate increases. Significant crack growth tunneling has been observed in extensively
yielded (quasi-statically loaded) test specimens of typical dimensions, and this has been ex-
plained by the large drop in J along the crack front as the free edge is approached. In the
present analysis, the behavior of J across the crack front under various loading rates is carefully
investigated for rate-dependent and rate-independent solids.
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2. DYNAMIC J-INTEGRAL
2.1 Energy Integral for Dynamic 3D Crack Front

The J-integral is a useful parameter in characterizing crack tip fields. It is equivalent to the
energy release rate and relates to the amplitude of a crack tip singularity field in an inelastic
solid. A mathematical expression for the local energy release rate J in terms of near tip dynamic
fields for three-dimensional bodies is

Focat(2) = limg pu (o) /; [(W L)y = "-‘jnig_:,:;] dr . (1)

Also W and T are the stress work and the kinetic energy densities, respectively, o;; and u; are
the cartesian components of stress and displacement, and n; are the components of a unit vector
normal to I' and to the crack front tangent vector at s. The above integral defines a local energy
release rate along any curvilinear crack front in 3D space.

From a discrete computational point of view, the expression (1) is not suitable for evaluating
values of Jj,cai(s) since an accurate numerical evaluation of fields near the crack front is difficult.
In the present analysis, an alternate form, the domain integral, is employed. In the domain
integral method the local J is determined from the energy release due to virtual extension of a
small crack front segment. With the aids of the equation of motion, the divergence theorem and
weighting function g, the energy release of a crack front segment may be expressed in terms of
volume/domain integral as,

— Ou; dqp Oqi 8%u; Au;
7 ! ! ! r _ i —— — W22 +p— V.
/,,sm,ng (D) rocur(s') s /y ’:au Oz Oz oz, " P o szqk d (2

Here the vector ¢(s) equals the direction and magnitude of the virtual crack extension, V is a
volume which encloses the segment and p is the material density. A simple approximation to
Jiocal is obtained by assuming that it is nearly constant within such crack segment.

Jiocar(s) = 7// Hic(s)qr(s)ds . (3)
segment

Detail discussions of the domain integral method can be found in Nakamura, et al. (1986b) and
Moran and Shih (1987).

2.2 Deep-Crack J Estimates for Transient Problems

On the basis of transient 2-D finijte element analysis, a formula for the computation of dynamic J
from measurable quantities was proposed by Nakamura, et al. (1986a). The formula is a modified
version of a deep-crack formula for calculating the value of J under essentially equilibrium
conditions (Rice, et al., 1973). Under dynamic loading, the inertial resistance of the specimen
screens the crack tip region from the applied loads. To minimize this effect, the variables in
the quasi-static formula are replaced by equivalent variables which characterize the near crack
region of the hody. Thus the moment is taken to be the net moment My, carried by the ligament,
and the corresponding rotation is replaced by the crack mouth opening displacement divided by
the distance between the crack mouth and the hinge axis on the ligament. With these changes,
the formula,
2 o(t)
Imeasurable(t) = B My(t')do(t") (4)
(]
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3. FINITE ELEMENT ANALYSIS

3.1 Computational Model

= = 0.5
i i H=20,a/H=05B/H=0
ive di i t -point-bend specimen are L/ 5 : b
Th; ;_Jela/tg ¥ dj;nsg sv‘vol?esr:fl":;lhﬁs ?I:Zevf')idth of the specimen, L lsh thtehiei:gth b:,:gez: tils1et l(i:;alclailef_
by “the i k length, B is the ckness s
B e e z‘sleip;‘ri; i(‘:);fle’lf}rl::e relftive dimensions are in accord with ASTM

length of the specimen s vk

. . . . . .
specnﬁcatmns for the specimen for qua.srstatlc fracture touglmess evaluation.
analysls, the width H is set equal to 2 inches (00508 Ill).

i -point- 1 specimen. The coor-
i Schematic of three-point 'ben( 0
g § El?l)lates z1, 22 and z3 are indicated. (b) Deformed finite

element model.

i i >0
Only a quarter of the three-point-bend spEC{xtllllen (Ir;gcxtmtiomtzhgc?;d::;,pl;ne)(rz
i try with res ; k . i
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i i hich are collapsed into wedges. g
contains four brick elements w.

1692 elements (282 elements on each layer) and 2233 nodes.

the plane of the uncracked ligament and the mid—.plane, ioznal d_ e
t(.)nvs.n(;sll’l The model is roller-supported along the line z;, = H, z2 = L.
o 2
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applied over a quarter-region bournded by 0 < z, < H/8and0 < z3 < B/2 on the plane z; = 0
so that the quarter-load is P/4. Twelve element surfaces constitute the plane of contact.

The material model follows the strain hardening elastic visco-plastic theory. The total strain

rate is COH]I)OSed of elastic and visco-p]astic parts, and under uniaxial loa.djng COdeitiOIl, they
are
':—- d évp =0 | — — 1 for o> f(e) (5)
€, an € O:
e E’ vp f(f) €) s

where E is Young’s modulus, g is fluidity parameter and m is overstress parameter. The function
f(€) corresponds to strain hardening and given by fle) = o, (e/eo)l/"
static yield stress and strain for rate-independent limit (8 — o) and n is the strain hardening
exponent. The material parameters are chosen so that they are representative of low strain
hardening cold-rolled carbon steel (Brickstad, 1983). For the rate-dependent model we tested,
they are E = 200 GN/m?, v = 0.3, p = 7800 kg/m3, o, = 1485 MN/m?, 3 = 4100 /s, m = 2 and

n = 10. The rate-independent solid model has the same values except the fluidity parameter is
set # — oo.

. Here o, and ¢, are the

3.2 Dynamic Analysis

Two cases of load history are considered. In the case of higher loading rate,
plied at the tup (mid-span of the specimen), is increased with the initjal loading rate of
P = (PL/2M,)/(te,/H) = .15 (c1 is the longitudinal wave speed). The load level is kept
constant after it reaches PL/2M, = 1.2 (see insert in Fig. 2). For the lower loading rate case,
the initial loading rate is set at P = .03. The maximum load level is again kept at PL/2M, = 1.2.
Each loading rate is tested in the rate-dependent (3 = 4100 /s) and rate-independent (B — o)
computations. These loading rates approximately represent load application rates that have

been observed in drop-tower three-point-hend bar fracture experiments through the use of im-
pact absorber material.

the load, ap-
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Fig. 2 Moment carried by ligament plane vs. elapsed time for
rate-dependent (3 = 4100 /s) and rate-independent (3 —
o0) solids. Applied load history at tup for higher (p = .15)
and lower (p = .03)initial loading rates is shown in insert.

The actual moment carried by the ligament M is normalized by the limit moment given by
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Fig. 3 Rotation of cracked section plotted vs. normalized time.

30 - 3 Lg 1 T ¥ M T e % i 1 ¥ ¥ ',”

— B = 4100 /s a

[ eee-- B .
5 ®f

5 s p=.15

\ -
N
_55, 10 -
0
0

tcl/H

ized
Fig. 4 Average J over entire crack front plotted vs. normalize
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The rotation of the cracked section ¢ as a function of time is shown in Fig. 3. Again the
discrepancy in the two solids is negligible while the specimen remain primary elastic. For /¢, >
8, the rotation of the rate-independent solid is increasing at faster rate. At first glance, this
result seems unexpected, since the corresponding moment carried by the ligament is consistently
lower than that of rate-dependent solil! However this can be explained by substantially smaller
plastic deformation in rate-dependent solid due to elevated flow stress under high loading rate.
At the element nearest to the crack front, the plastic strain rate of the rate-independent solid
reaches twice as large as that of rate-dependent solid under higher loading rate.

The Jiocal along crack front nodes are obtained from finite element fields using the domain
integral method. The arc-length weighted average value is denoted as Ja,.. The increase of
Jave/Oo€oa with time tc;/H is plotted in Fig. 4. The trends of the two solids under each
loading rate are very similar to the one shown by the rotation of cracked plane. The Jaye in

rate-independent solid increases at nearly constant rate while the rate-dependent results start
to level off at larger tc; /H.

Shown in Fig. 5 is the distribution of J along crack front for p = .15 at the transition time, t1.
The transition time is determined fromthe ratio of total kinetic energy and the total deformation
energy (see discussion in Nakamura, et al., 1986a). The transition time is a function of Young’s
modulus and the geometry of model. It also depends slightly on the loading rate, but it is
essentially independent of rate-sensitivity of material. The figure shows familiar variation of
Jlocal; the maximum at the mid-plane (z3/t = 0) and the minimum at the edge-plane (z3/t =
0.5). At tpcy/H = 25, the through-thickness variations of rate-independent solid is somewhat
greater, indicating larger plastic flow. Thus, the rate-sensitivity tend to suppress the increasing
crack front variation of J under higher load level.

1.5 v T - T v T > T r
: t =t; (~ 25 H/cy) :
p=.15 :
> 1.0 i
-~ ]
~ | increasing rate sensitivity
E [
3
~ 05 A
L \ A
L —_— B = 4100 /s Y
s ——— = ]
0'0 I 1 1 n 1 1 1 L 1 I ]
0.0 0.1 0.2 0.3 0.4 0.5

x; / B

Fig. 5 Local J, at transilion time, normalized by average J
plotted ws. position along crack front.

The degree of J variation through-thickness as function of average .J is illustrated in Fig. 6. Here
the degree of J variation, AJ/J,y., is defined as the normalized difference between Jj,ca at the
mid-plane and the edge-plane (two extreme values). The value AJ/J,ye =~ 0.2 at Joyo/To€0a — 0
corresponds to the linear elastic solution. In the figure, the degree of variation of rate-dependent
solid (3 = 4100 /s) is consistently lowerthan that of rate-independent solid (3 — oco). With rate-
independent solid, the degree of J variation as a function of J,ye is invariant to the loading rate.
In fact, the degree of J variation at the quasi-static limit (p — 0), with either rate-independent
or rate-dependent solid, shows nearly identical result. Thus, it is clearly that greater crack
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3.3 Comparison of (Actual) J and Measurable J

With the moment (Fig. 2) and the rotation (Fig. 3) as input..parameters inl.((;l), Ithel:‘iv:v\h}ie
of J ble is obtained for each of rate-dependent and radtef-mdehpendent fso id. 1; Vgiﬁ]é
T i i is plotted for the case of p = .lo.
normalized by the actual J (1) (Fig. 4) is p > T ! > h
Zl:‘\;?i:r;zlse])onse dominates, the difference in the two results 1sdnum(;nall. Dutr}:‘ng tl'let:::;totf”;e
) . been stabilized, and thus, the existe -
jod. t < tp, the field near crack has not ; > ]
gzl;gn;ted ﬁelg’is unlikely. In addition, accurate evaluation of J has;:d on (zi) lst}xl\ot }):]i:ﬂ;ﬁ;;
tio is substantially larger than unity, then lalls be
can he observed from the figure. The ra Iy 4 . e
i i tion time. At the long time p 5
arts to increase monotonically at about the transi :
?n>d tsm:hse rZSponse of specimen is dominated by the deformation en;elrgy, and 1Jmff‘5h“rabl'e shrod\:j
: iy i i terials. us, in o
i tent in the results of both ma .
steady improvement. These trends are consis e resul N
i tities, fracture initiation must occur som : 5
to determine J from measurable quan s ; > D e s
i itivi the ratio continues to overshoo
f terial rate-sensitivity. At tci/H > 60 h T t
zzi:r;ll}isasteo—d:]indent solid. This may be due to slight (ligament moment ) unloading occurring
at tc,/H > 60 with rate-dependent solid (see Fig. 2).

i ts of rate-sensitivity on the fracture specimen
Its presented here have shown various aspec y on )
;I;Jhlii;:::d t(I))dynamjcally loaded condition. We have observed, quantlt,atl;"el);, effects (t)f lo.;(llng
; : i i i 5 > ture toughness
iati _thickness in rate-dependent solid. If the frac
rate on the J variations through-thic I 50 4 K Kelparers
id i i dent of loading conditions, then more u
of rate-dependent solid is nearly indepen | T i
: higher loading rate. The accuracy of the deep
front advance can be expected under hig : of o cragh o
i i i la is shown to be applicable in dynami y lo
mula is also investigated, and the formu 5 | ; ; ] i
i iti transition time is proven to be a uselul [
rate-dependent specimen. In addition, ! ; i anerer in
is wi - terials as well as with rate-indepen
ic fracture analysis with rate-dependent mate t ;
(tlgrlil:]:ucBased on the ];ypes of loading history considered here, there is a tendency for elastic
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unloading to occur within the crack front field with rate-dependent solid. This must be carefully
regarded in dynamically load fracture testing of rate-sensitive materials.
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Fig. 7 Normalized measurable J, under higher loading rate,
plotted vs. time. The transition time and ranges for
short time and long time are indicated.
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